Расчетно-аналитическое задание №1

Цель: применить на практике методы бинарной классифкации.

Задачи: Построить модель логистической регрессии, Оценить их качество.

Этапы

1. Выполните импорт библиотек
2. Загрузить данные из файла diabets
3. Разделение данных на обучающую и тестовую выборки.
4. Создание и обучение модели логистической регрессии.
5. Оценка модели.

Образец кода в example.csv

Данные состояли из 768 записей без пропущенных значений. После разделения на обучающую (537 записей) и тестовую выборки (231 запись), модель показала точность 74% на тестовой выборке. Матрица ошибок показала хорошие результаты с 120 True Negative и 50 True Positive, хотя ошибки (31 False Positive и 30 False Negative) также присутствуют. ROC-кривая с AUC = 0.80 указывает на хорошую способность модели различать два класса. Таким образом, программа успешно выполнила задачи по обработке данных, построению модели и оценке её качества.

Ответить на вопросы:

1. Что такое логистическая регрессия и в каких случаях она применяется?

Логистическая регрессия — это метод статистического анализа, используемый для решения задач классификации. Она применяется, когда зависимая переменная является бинарной (например, «да» или «нет», «1» или «0»). Модель предсказывает вероятность принадлежности объекта к одному из двух классов.

1. Какова основная цель логистической регрессии?

Основная цель логистической регрессии — предсказать вероятность, с которой объект принадлежит к определённому классу, и разделить данные на два класса на основе этой вероятности.

1. В чем разница между логистической регрессией и линейной регрессией?

Линейная регрессия используется для прогнозирования непрерывных значений, таких как цена или рост.

Логистическая регрессия используется для задач классификации, где результат представляет собой вероятность принадлежности к определённому классу. Она использует логистическую функцию (сигмоиду), чтобы преобразовать линейную комбинацию переменных в значения от 0 до 1.

1. Какие предпосылки необходимо проверить перед применением логистической регрессии?

Линейная связь между независимыми переменными и логарифмом шансов (log-odds).

Отсутствие сильной мультиколлинеарности между независимыми переменными.

Независимость наблюдений.

Наличие достаточного количества данных для каждого класса.

1. Как интерпретировать коэффициенты логистической регрессии?

Коэффициенты логистической регрессии показывают изменение логарифма шансов (log-odds) при изменении соответствующей независимой переменной на одну единицу. Экспонента коэффициента (eβ) интерпретируется как отношение шансов (odds ratio).

1. Что такое функция логистической (сигмоидной) функции и как она используется в логистической регрессии?

Логистическая функция (сигмоида) — это математическая функция, преобразующая любое значение в диапазон от 0 до 1. Формула:

![](data:image/png;base64,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)

В логистической регрессии она используется для преобразования линейной комбинации входных переменных в вероятность принадлежности к классу.

1. Каковы основные метрики для оценки качества модели логистической регрессии?

* Точность (Accuracy): Доля правильно классифицированных наблюдений.
* Матрица ошибок (Confusion Matrix): Показывает количество TP (True Positive), TN (True Negative), FP (False Positive) и FN (False Negative).
* Precision (Точность): Доля истинных положительных результатов среди всех предсказанных положительных.
* Recall (Полнота): Доля истинных положительных результатов среди всех реальных положительных.
* F1-score: Гармоническое среднее Precision и Recall.
* ROC-кривая и AUC (Площадь под ROC-кривой): Оценивают способность модели различать классы.